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***Abstract*—**Fraudsters find it easy to commit credit card fraud because it is an easy target. There has been an increase in online payment modes in due to e-commerce and other online platforms, there is now a higher danger of online fraud. Due to an increase in fraudulent online transactions, researchers have begun to evaluate and detect fraud using machine learning. In order to examine past transaction information and extract consumer behavioral patterns, our main goal in this study, a novel fraud detection algorithm for streaming transaction data is built and created. A system that clusters cardholders according to the amount of their transactions. In order to extract the behavioral pattern of the groups, we should aggregate the sliding window method transactions done by cards from various groupings. It is then decided which classifier with the best rating score can be chosen as one of the best methods to predict frauds after training different classifiers over the groups separately.

1. INTRODUCTION

Online fraud detection systems typically focus on new account origination, account takeover and payment fraud. With account takeover and new account origination fraud detection, organizations attempt to root out unauthorized or fraudulent users posing as legitimate users. Payment fraud detection involves determining whether purchases are being or have been made with stolen payment cards.

Numerous inventions in the field of artificial intelligence and vision-based technologies made the real-time active protecting system simpler. The tasks like object classification and detection have achieved impressive milestones because of improvements in deep learning and current machine technologies.

Some vendors also offer fraud intelligence services, authentication, malware detection(such as man-in-the-browser infections on computers and mobile devices) and secure clients, as well as managed services in which the vendor is primarily responsible for monitoring and taking action on instances of fraud.

In this paper shows how the model is related to convolutional neural networks and afterward adding classifiers algorithms, for example, Isolation Forest, Local Outlier, and SVM can be utilized to recognize misrepresentation. As a result, concept drift can be solved via a feedback mechanism. We used the Kaggle credit card fraud dataset for this article algorithm that is Online fraud detection is the use of the internet to defraud or take financial advantage of you. Fraudsters do this by accessing your online bank account or by presenting you with false offers in order to get you to transfer money or provide them with your card details. The internet is part of our daily lives for shopping, banking and connecting socially. While it brings many opportunities it also allows criminals attempt crimes from a distance reducing their chances of being caught. Online fraud comes in many forms.

1. LITERATURE REVIEW

Ahmed et al. [1] suggested Online fraud detection theory is the foundation for safeguarding digital transactions and interactions against fraudulent activities. It is a multifaceted field that draws upon a variety of techniques and algorithms to proactively identify and prevent fraudulent behavior in the digital realm. These methods range from simple rule-based systems that establish predefined criteria to sophisticated machine learning and deep learning models that adapt and evolve based on historical data.

Bhattacharyya et al. [2] presents this paper we developed a novel method for fraud detection, where customers are grouped based on their transactions and extract behavioural patterns to develop a profile for every cardholder. Then different classifiers are applied on three different groups later rating scores are generated for every type of classifier. This dynamic changes in parameters lead the system to adapt to new cardholder's transaction behaviours timely. Followed by a feedback mechanism to solve the problem of concept drift. We observed that the Matthews Correlation Coefficient was the better parameter to deal with imbalance dataset. MCC was not the only solution. By applying the SMOTE, we tried balancing the dataset, where we found that the classifiers were performing better than before. The other way of handling imbalance dataset is to use one-class classifiers like one-class SVM. We finally observed that Logistic regression, decision tree and random forest are the algorithms that gave better results

Vaishnavi et al [3], suggested As in today’s era of technology, especially in the Internet commerce and banking, the transactions by the Mastercards have been increasing rapidly. The Mastercard becomes the highly useable equipment for Internet shopping. This increase in use causes a considerable damage and enhances inflation rate of fraud cases also. It is very much necessary to stop the fraud transactions because it impacts on financial conditions over time the anomaly detection is having some important application to detect the fraud detection. This paper has reviewed several algorithms to identify fraud in card transaction. Autoencoder is used to classify the alert as fraudulent or even authorized in spark environment. Next, it will aggregate every probability to discover alerts. Further, proposed model utilizes ranking approach where alert is positioned based on priority. The model is able to resolve the class imbalance. In today’s era, we just detect the fraudulent transaction, but we are not able to prevent it. Preventing fraud transaction dynamically is not easy, but it is possible. The system which proposed is design to detect fraud transaction, but in future by some advancement, it can became fraud prevention system

Zhang et al. [4] suggested This paper addressed credit card fraud detection using AIS (Artificial Immune System), and a new model called AIS-based Fraud Detection Model (AFDM) was introduced for this purpose. The model added some improvements to AIRS (Artificial Immune Recognition System) algorithm which helped to increase the precision, decrease the cost and system training time. Affinity between antigens was calculated using a novel method in AFDM. Negative Selection was used along with Clonal Selection in order to.

Phua et al. [5] Ultimately, online fraud detection is vital for protecting digital ecosystems, including financial institutions, e-commerce platforms, and user data. It serves as a crucial defense against financial losses, reputational damage, and security breaches in an increasingly interconnected and digital world, where the threats of online fraud are ever-evolving.

Cardenas et al. [6] presents In this paper we showed that better result is achieved with ANN when trained with simulated annealing algorithm. As the result shows that the training time is high but the fraud detection in real time is considerably low and the probability of predicting the fraud case correctly in online transaction is high, which is a main measure to evaluate any ANN. In the table 3 we can see that 65% of total fraud case is correctly classified which is a very high percentage in comparison with genetic, resilient backpropogation and any other training algorithm. The main problem in credit card fraud detection is the availability of real world data for the experiment. This approach can also be used in other applications which require classification task [20] e.g. software failure prediction, etc.

Phua et al. [7], The process begins with the collection of data from diverse sources, such as transaction records, user profiles, and network logs. This data is then subjected to preprocessing, where it is cleaned, structured, and transformed into a suitable format for analysis. Feature engineering plays a crucial role in creating relevant attributes from the data, enabling algorithms to distinguish between normal and fraudulent patterns effectively.

Neda et al [8] The appropriate algorithm is a pivotal step in online fraud detection. Various approaches, including supervised and unsupervised machine learning, anomaly detection, and ensemble methods, can be employed depending on the specific fraud detection requirements and the nature of the data.

Azeem Ush et al [9] The appropriate algorithm is a pivotal step in online fraud detection. Various approaches, including supervised and unsupervised machine learning, anomaly detection, and ensemble methods, can be employed depending on the specific fraud detection requirements and the nature of the data.

Bhatia et al [10] Model training is the next step, where machine learning models are trained on historical data labeled as fraudulent or non-fraudulent transactions. Real-time monitoring systems continuously analyze incoming data, scoring each transaction or interaction for signs of suspicious behavior. When a potential fraud case is detected, alerts are generated, initiating further investigation or actiotion..

Joy et al [11] Continuous improvement is integral to the effectiveness of online fraud detection systems. Feedback loops ensure that the models are regularly updated with new data and insights gained from investigations. Post-processing techniques are applied to reduce false positives, fine-tuning the system's performance

Ragavendra et al [12] In this paper we saw different technique that is being used to execute credit card fraud how credit card fraud impact on the financial institution as well as merchant and customer,fraud detection technique used by VISA and MasterCard.Neural network is a latest technique that is being used in different areas due to its powerful capabilities of learning and predicting.

Venkata et al [13] In this thesis we try to use this capability of neural network in the area of credit card fraud detection as we know that Back propagation Network is the most popular learning algorithm to train the BPN is used for training purpose and then in order to choose those parameter (weight, network type, number of layer, number of node e.t.c) that play an important role to perform neural network as accurately as possible, we use genetic algorithm, and using this combined Genetic Algorithm and Neural Network (GANN) we try to detect the credit card fraud successfully. The idea of combining Neural Network and genetic Algorithm come from the fact that if a person is inherently very talented and he is trained properly then chances of individual of success is very high.

Sarita et al [14] An observational analysis has been conducted on respective machine learning strategies except for random forest, tree classifiers, artificial neural networks, vector supporting machine, Naïve Baiyes, logistic regression as well as gradient boosting classifier techniques, but also multiple such as precision, recall, F1-score, accuracy, and FPR percentage, for any method which has better results for evaluation parameters can be treated as best performing method. Here Random forest is showing better results as compared to In future work proposed method can be implemented and tested on large size realtime data with different more machine learning methods

Elena et al [15] The model used accounts for categorical values and data unbalance. Feature engineering and selection allowed us to improve the detection performance step by step.The literature confirms that the chosen algorithm can significantly outperform XGBoost (eXtreme Gradient Boosting) and SGB (Stochastic Gradient Boosting) in terms of computational speed and memory consumption (Ke et al., 2017; Chen and Guestrin, 2016; Mitchell and Frank, 2017). Also, in the study made by Ke et al (2017), we find the idea that LightGBM algorithm is the fastest while maintaining almost the same accuracy as baselines.The barrier in our experiment was the fact that the data and 19 features and performance was limited by insufficient resources for training with all the dataset.
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